


Which is which

ntions a statistical and a

ould be a statistical and a linguistic tagger
ms are used interchangeably in the paper

chastic means something relating to
jecture or randomness



What was compared

1ance of a tagger based on a set of
raints

e performance of a tagger based on statistical
alysis of text



The linguistic tagger

3600 hand coded constraints!

onsists of the following sequentially applied
nodules:
= Tokenization

= A morphological analysis consisting of:
o A Lexical component

o A rule based guesser for unknown words

= Resolution of morphological ambiguities



The linguistic tagger cont.

n a reduced tagset of its own

5 Tagset is grammatically rather than
semantically motivated

Vould most likely need to be rewritten to a
arge degree for other languages

ighly accurate with low ambiguity



‘alculates the most likely tag for a word based
n the words surrounding it

_reates a reverse suffix tree

atistical smoothing is performed by reversing
up the tree



i Can be used on any language provided a
ufficiently large corpus exists

‘Learning curve levels off at around 322.000
words for english

quires increased accuracy at the cost of
increased ambiguity



'ne purpose

icism of the EngCG tagger

| erstated
gCG trades off high accuracy for high ambiguity



The setup

57.000 words from the Brown
d human corrected where

eld out benchmark corpus of ~55.000 words
various texts

tated by preprocessor and morphological
analyser.

= Fully disambiguated by 2 experts



‘| 2 -k
' ne testing

vas run on the benchmark corpus
mbiguity compared

ve for the statistical tagger
measured



Statistical tagger’s learning
curve

Learning curve
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{ Error-rate-ambiguity trade-off
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The results

formed radically better
e stat | tagger’s error rates higher by a
tor of 8.6 to 28.0!
e ambiguity remained very low for very low
' rates: 0.10% at 1.070 tags per word




The results cont.

Ambiguity Error rate (%)
(Tags/word) | Statistical Tagger EngCG
(6) (1)
4.72 4.68
4.20
3.75
(3.72)
(3.48)
3.40
(3.20)
3.14
(2.99)
2.87
(2.80)
2.69
2.55




ion of the EngCG tagger had been
Brown corpus as a

EngCG2 tagger had therefore been trained
e benchmark corpus

radically better performance required 3600
coded rules!



