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CONTROL THEORY 

In technology the most advanced applications of mathelnatics are in 

the design of machines that control thelnselves. The same Inethods are 

relevant to the control mechanisn1s of living organislns and societies 

Control theory, like many other 
broad theories, is more a state of 
mind than any specific amalgam 

of mathematical, scientific or technologi­
cal methods. The term can be defined 
to include any rational approach used 
by men to overcome the perversities of 
either their natural or their technologi­
cal environment. The broad objective of 
a control theory is to make a system­
any kind of system-operate in a more 
desirable way : to make it more reliable, 
more convenient or more economical. 
If the system is a biological one, the goal 
may be to understand how the system 
works and to reduce pain and distress. 

In this article I shall mainly discuss 
control theories that have some explicit 
mathematical content, but it is clear 
that some of the most interesting con­
trol problems arise in fields such as 
economics, biology and psychology, 
where understanding is still notably 
limited. To prove that he understands, 
the scientist must be able to predict, 
and to predict he requires quantitative 
measurements. To make predictions that 
are merely qualitative, such as the pre­
diction that an earthquake, a hurricane 
or a depression will occur in the near 
future, is not nearly so satisfying as a 
similar prediction associated with a spe­
cific time and place. 

The ability to make a quantitative 
prediction is normally a prerequisite 
for the development of a control theory. 
In order to make quantitative predic­
tions one must have a mechanism for 
producing numbers, and this requires a 
mathematical model. It might seem that 
the more realistic the mathematical 
model is, the more accurate the predic­
tion will be and the more effective the 
control. Unfortunately, diminishing re­
turns set in rapidly. The real world is so 
rich in detail that if one attempts to 
make a mathematical model too realis-
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tic, one is soon engulfed by complicated 
equations containing unknown quanti­
ties and unknown functions. The deter­
mination of these functions leads to even 
more complicated equations with even 
more quantities and functions-a tale 
without end. 

The richness of the problems pre-
sented by modern civilization have 

led to the study of control theory on 
a broad front and to the development 
of a large variety of control systems. 
Although this development began long 
before the invention of electronic com­
puters, the explosive growth of control 
theory dates from the appearance of 
these devices soon after World War II.  
For the past 20 years control theory and 
computers have grown side by side in 
an almost symbiotic relation. Without 
the computer most of the advanced con­
trol systems used in the military do­
main, in space technology and in many 
branches of industry could not have 
been developed, and without the com­
puter they certainly could not be effec­
tuated. 

In industry, control theory, imple­
mented by the computer, is now widely 
used to regulate inventories, to sched­
ule production lines and to improve the 
performance of power stations, steel 
mills, oil refineries and chemical plants. 
It is estimated that about 500 computers 
specially designed for process control 
are now installed or on order. Five years 
ago scarcely a dozen such machines 
were in service. 

A majority of process-control comput­
ers still operate in "open loop" fashion, 
which means that they monitor the proc­
ess variables, analyze them in a search 
for possible improvements and present 
their recommendations to a human 
operator for action. In a growing num­
ber of plants, however, the loop has 

been closed. The decisions of the com­
puter are directly linked to the proc­
ess controls so that adjustments are 
made automatically. 

In Rotherham, England, to select one 
remarkable example, a new steel plant 
built by Tube Investments Ltd. has 
been provided with three large digital 
computers arranged in a chain of com­
mand. The computer at the top is "off 
line" and is used for production plan­
ning. It receives customers' orders and 
classifies them according to the com­
position of the steel and the form of the 
finished product. It then calculates an 
efficient three-week program for the 
steel furnaces and rolling mills and 
keeps track of the program's progress. 
The second computer takes over when a 
billet has been produced by one of the 
furnaces and produces a full set of in­
structions for its subsequent treatment. 
This computer is "on line" and actually 
supervises the rolling mill. The third 
computer has the single task of receiv­
ing measurements of billet size and 
computing how they should be cut to 
minimize waste. This kind of integrated 
operation from receipt of the customer's 
order to final billing has become the goal 
of many manufacturing firms. 

The industrial, military and space­
flight control problems that have been 
presented to mathematicians for solution 
in the past 25 years have brought about 

CLOSED·LOOP CONTROL is implemented 
by a computer (console in foreground in 
photograph on opposite page) in the opera­
tion of a 650-million-watt, coal-fired power 
plant at the Paradise Station of the Tennes­
see Valley Authority near Drakesboro, Ky_ 
One of the largest power plants in the world, 
the station has two such computer-con­
trolled units. In a closed-loop system the com­
puter directly adjusts the process variables_ 
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the revitalization of a number of mori­
bund mathematical disciplines and have 
led to the creation of new theories 
of considerable intrinsic interest. Since 
control and stability are intimately re­
lated, mathematical theories devised in 
the 18th and 19th centuries to study 
such matters as the stability of the solar 
system have been dusted off, refurbished 
and applied to many problems of more 
current interest. These theories have 
included highly abstruse conceptions of 
the great French mathematician Henri 
Poincare and the Russian mathemati­
cian A. M. Liapunov, which are now 
routinely employed in control studies. 

The most challenging control prob-
lems encountered in science, tech­

nology, economics, medicine and even 
politics can be described as multistage 
decision processes. Traditionally they 
have been treated on the basis of ex­
perience, by rule of thumb and by 
prayerful guesses. The basic task is 

to determine feasible and reasonable 
courses of action based on partial un­
derstanding and partial information. As 
more information is obtained one can 
expect to do better, but the crux of the 
problem is to do something sensible 
now. 

A familiar problem characterized by 
partial understanding is that of main­
taining a healthy national economy-of 
avoiding a depression on the one hand 
and inflation on the other. A variety 
of regulatory devices are available for 
achieving the desired control. One de­
vice is to regulate the interest rate on 
loans. If inflationary trends develop, 
the interest rate is raised and money 
gets tighter; if a depression impends, 
interest rates are decreased, the invest­
ment rate rises in response and more 
money enters circulation. 

The policy that should be pursued de­
pends critically on what is occurring in 
the system at the moment. For one to 
know what is going on requires a feed-

back of information. The concept of 
feedback control is now familiar to al­
most everyone. It means an automatic 
regulating linkage between some vari­
able and the force producing it. One of 
the earliest applications of feedback con­
trol in technology is the governor used 
by James Watt on his steam engine. 
Even earlier Christian Huygens had de­
vised what might be called a static 
feedback system to regulate the period 
of a clock pendulum [see top illustra­
tion on next page J. 

Usually it is a combination of com­
plexity and ignorance (in polite circles 
referred to as "uncertainty") that forces 
one to employ feedback control. If, for 
example, the workings of the economy 
were as fully understood, let us say, 
as the movements of the planets, one 
could predict well in advance the be­
havior of producers and consumers; one 
could predict such things as the effects 
of population growth and the conse­
quences of introducing new goods and 

CHEMICAL PROCESS CONTROL SYSTEM in which a digital 
computer (foreground) exercises closed.loop control is shown in 
the Bishop, Tex., plant of the Celanese Chemical Company. The 
plant converts petroleum gases to acetic acid, acetaldehyde and 

other chemicals that are used in paints, plastics, fibers, drugs, cos­
metics, fuels and lubricants. This computer and those at Paradise 
Station of TVA were built by Bunker-Ramo Corporation. Closed­
loop computer systems are also installed in steel-rolling mills. 
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services. On the basis of this knowledge 
one could compute and announce the 
desired interest rate for years ahead. 
It should be observed that one would 
then have to reckon with the conse­
quences of publishing the rates in ad­
vance, because producers and consum­
ers would include the futttre rates in 
their CU1'l'ent economic decisions. 

In actuality one must adopt a wait­
and-see policy. One observes the eco­
nomic scene for a period of time and 
draws conclusions about current trends. 
On the basis of these conclusions the 
interest rate, or some other control lever, 
is changed. One hopes that the action 
is well timed, or in phase. The matter 
of the timing of external influences is 
of crucial importance in control theory. 
Anyone who has pushed a swing is fa­
miliar with the consequences of apply­
ing the impulse a fraction of a second 
too soon or too late. 

Since complexity and uncertainty 
abound in modern control problems, the 
use of feedback has become routine. In 
fact, it is sometimes forgotten that con­
trol problems are still solved without 
direct, or active, feedback. This is the 
case, for example, when an automatic 
machine tool is set up to turn out a num­
ber of identical parts. It is assumed that 
the control problem is completely solved 
in advance. In practice, of course, the 
parts vary slightly and finally exceed the 
prescribed tolerance, whereupon the 
machine is readjusted. This is feedback 
control after the fact. 

In the newest machine tools the di­
mensions of the workpiece are monitored 
continuously, and feedback control is 
employed to regulate precisely the 
amount of metal removed. In this way it 
is possible to turn out parts that are as 
nearly identical as one might wish. For 
such jobs digital computers can be used, 
but they are not essential. 

The computer is essential when com­
plex decisions must be made at high 
speed, as in the launching of a space 
vehicle. This is a multistage decision 
process whose solution is contingent on 
information acquired and fed back to the 
control system as the process unfolds. A 
computer, either aboard the rocket or 
on the ground, is essential for making 
a succession of decisions as rapidly as 
may be necessary. Such a computer is 
said to be operating in "real" time, be­
cause it must keep pace with the prob­
lem being solved. 

A process-control computer installed 
in a refinery must also operate in real 
time, but the time available for making 
a decision may be 10 or 100 times 
longer than that available for rocket 
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FEEDBACK CONTROL for a clock pendulum was invented in 1673 by tbe Dutch mathe­
matician Christian Huygens. The curved metal strips on each side of the pendulum cords 
(seen in perspective at right and labeled "T" in the side elevation 0/ the clockwork at lelt) 
were designed to make the period of the pendulum constant regardless of the length 
of its arc. The rod S moved with the pendulum, transmitting its motion to the clock. 

FLYBALL GOVERNOR (left), one of the earliest automatic control devices, was invented 
by James Watt to govern the speed of the steam engine. As the engine speeds up, the rod 
(D) on which the balls (E) are mounted spins faster, causing the balls to fly outward. 
This in turn closes the butterfly valve (Z), decreasing the supply of steam to the engine 
(not shown) and slowing it. A fraction of the output of the engine goes into the rotation of 
the flyballs; a fraction of this fraction is fed back to govern the speed of the engine. 
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FOUR CONTROL SYSTEMS show how a measured variable can be brought under increas­
ing refinement of controL Diagram a depicts a simple on-off response to a measured value, 
such as turning on the lights in a room when the sun goes behind a cloud. The measured 
value is not regulated and feed hack is not employed. In b, which represents a typical 
home-heating system, on-off response is combined with feedback. When the temperature 
falls helow the desired value, the furnace goes on, but since no cooling system is provided 
the room temperature may climb higher than desired on a sunny afternoon. The system 
in c, which could represent the heating of a chemical reaction vessel, provides both heat­
ing and cooling. The response is graduated so that as the control point is approached the 
rate of heating or cooling is reduced. The control problem in d is the same as in c but 
two modifications have been introduced to improve the speed and accuracy of controL 
Heating and cooling are not graduated but operate at a constant high rate when called for. 
This is known as "bang.bang" response. In addition a computer in the control system 
measures the rate of change in the controlled variable, takes account of the time lag in 
the temperature.recording mechanism and shuts off the heating or cooling before the 
control point is reached. Thus oscillation, or "hunting," of the system is damped out quickly. 
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guidance. On the other hand, a process­
control computer may have to deal with 
10 or 100 more variables than the rock­
et computer. And it may have to review 
a lengthier sequence of logical alterna­
tives before making a decision. 

What tools does the mathematician 
have for trying to control a multi­

stage decision process? The convention­
al approach can be labeled "enumera­
tive." Each decision can be regarded as 
a choice among a certain number of 
variables that determine the state of the 
process in the next stage; each sequence 
of choices defines a larger set of vari­
ables. By lumping all these choices to­
gether the mathematician can "reduce" 
the problem to a Newtonian one of 
detelmining the maximum of a given 
function. 

It would seem simple enough to maxi­
mize a reasonably well-behaved func­
tion; using the familiar technique of cal­
culus, the mathematician takes partial 
derivatives and solves the resulting sys­
tem of equations for the maximizing 
point. Unfortunately the effective ana­
lytic or numerical solution of many equa­
tions, even apparently uncomplicated 
linear ones, is a difficult matter. By itself 
this is nothing more than the "curse of 
dimensionality," with which physicists 
have had to live for many years; signifi­
cant results can be obtained in spite of it. 

There are, however, more serious dif­
ficulties. In many cases the solution is a 
boundary point of the region of varia­
tion. This corresponds to the constraints, 
or restrictions, of real physical and en­
gineering systems. When this is so, cal­
culus is often inadequate for discover­
ing maximum and minimum points and 
must be supplemented by tedious (and 
usually impossible) hunt-and-search 
techniques. Finally there is the frequent 
complexity that the outcome of a de­
cision is not explicitly determined but 
is itself a random variable. The process 
is then said to be stochastic. Here to an 
even greater extent any simple enum­
erative technique is doomed by the vast 
proliferation of possible outcomes at 
every stage in the process. One cannot 
enumerate "all" possibilities and choose 
the best-not when there are lOGO or 
10100 possibilities. 

Has the mathematician now reached 
the end of his resources? Not if he will 
step back and ask himself if he has un­
derstood the nature of the solution he 
is seeking. How, he must ask himself, is 
the form of the solution influenced by 
the physical properties of the system? 
In other words, the mathematician can­
not consider his problem solved until 
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if 
maybe 

Solve for profit. 
(Fischer & Porter can. And does. In processes 
all over the world. Yours too. If you'll ask.) 

Processing is, at best, a matter of 
working with the best approxi­
mations you can get. 

To lick process problems, you 
need three things: good instru­
mentation; plenty of experience, 
preferably world-wide; and the 
ability to use that instrumenta­
tion and experience to build good 
process control systems. 

Take instrumentation, for in­
stance, and flowmeters in particu­
lar. (If any one process variable 
can be considered as "basic," flow 
is the one.) Fischer & Porter builds 

more flowmeters than anyone else 
in the world. And more kinds of 
flowmeters. And the world's larg­
est flowmeters. And the most 
accurate flowmeters. This, obvi­
ously, puts us one up on your 
process problems. 

Or consider facilities and ex­
perience around the world. F&P 
has plants in nine countries over­
seas, engineering offices in 37 
others. And these people have 
obviously been working at their 
trade, since over 25 % of our pro b­
lem-solving is done overseas. All 

this experience is automatically 
yours when you call in Fischer 
& Porter. 

And control-systems experi­
ence? Just last year, Fischer & 
Porter built the world's largest 
petroleum blending system. And 
the controls for the world's larg­
est filtration plant. (And they 
weren't even the biggest orders in 
the shop.) 

Q. E. D. When you need a proc­
ess control system, Fischer & 
Porter can help. Call us. 

� FISCHER & PORTER COMPANY 
E A world·wide control instrument company with manufacturing plants in Australia, Canada, 

England, France, West Germany, Italy, Mexico, the Netherlands, Spain and the United States. 

County Line Road . Warminster, Pennsylvania . 215-675-6000 
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he has understood the structure of the 
optimal policy. Let me explain. 

\Ve have seen that in the conven­
tional approach the entire multistage 
decision process is regarded as if it were 
a one-stage process. Thus if the proc­
ess has N stages and there are M deci­
sions to be made at each stage, the con­
ventional approach envisages a single­
stage process in MN dimensions. What 
one would like is to avoid this multipli­
cation of dimensions, which stiRes anal­
ysis, fogs the imagination and inevitably 
impedes computation. 

The alternative approach-the policy 
approach-places emphasis on the char­
acteristics of the system that determine 
the decision to be made at any stage 
of the process. In other words, instead 
of determining the optimal sequence of 
decisions from some fixed state of the 
system we wish to determine the op­
timal decision to be made at any state 
of the system. Only if we know the lat­
ter state do we understand the intrinsic 
structure of the solution. 

The mathematical virtue of this ap­
proach lies first of all in the fact that it 
reduces the dimension of the problem 
to its proper level, which is the dim en-

D 

o 

D 

sion of the decision that confronts one 
at any given stage. This makes the prob­
lem analytically more tractable and 
computationally much simpler. In addi­
tion this approach provides a type of 
approximation ("approximation in policy 
space") that has a unique mathematical 
property ("monotocity of convergence"). 
This means that each successive ap­
proximation improves performance [see 
illustration on page 194]. 

The name I proposed some years ago 
for this policy approach to multistage 
decision processes is dynamic program­
ming. One of its goals is the determina­
tion of optimal feedback control. The 
adjective "dynamic" indicates that time 
plays a significant role in the process 
and that the order of operations may be 
crucial. The approach is equally appli­
cable, however, to static processes by 
the simple expedient of reinterpreting 
them as dynamic processes in which 
time is artificially introduced. 

Dynamic programming has given 
rise, in turn, to subsidiary and auxiliary 
control theories that go by a variety of 
names : theories of stochastic and adap­
tive variational processes, theories of 
Markovian decision processes, theories 

R 

PURSUIT PROBLEM can be solved by adoption of a simple policy that lends itself to 
computer implementation. The problem is to find the path traced by a dog (V) chasing 
a rabbit (R). At the outset (top) the rabbit is 100 feet from 0 and the dog is 50 feet from O. 
The dog runs at 22 feet per second, the rabbit at 11 feet per second. The dog always con­
tinues in a particular direction for one second. After the first second the dog has reached 
VI and the rabbit R1 (bottom). To determine the point V 1 a straight line is drawn between 
V and Rand 22 units are measured along it. Similarly, Vo is determined by connecting 
VI and R1, and so on. The resulting path approximates ihe one taken by the dog and 
can be refined by changing the direction of the path at shorter and shorter intervals. 
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of quasi-linearization and invariant em­
bedding. They cannot be explained in 
a few words; I mention them merely to 
indicate how control theory has branched 
and developed in recent years. 

�t me now illustrate how the adoption 
of a policy can simplify a problem 

that otherwise would be hard to handle 
on a computer. (Complex versions of 
the problem cannot be handled without 
a computer.) Consider the problem of a 
hotel manager who wants to provide 
chairs for a group of people in a room. 
He has a helper who carries chairs with 
ease but who cannot count. What does 
the manager do? 

He employs the primitive and power­
ful concept of equivalence, together 
with feedback control. He tells the 
helper to keep bringing chairs until ev­
eryone in the room has a chair. This 
sequential procedure guarantees that 
each person will have a chair, without 
ever determining how many people or 
chairs there are. Furthermore, if some 
chairs are defective, a simple modifica­
tion guarantees that everyone will even­
tually have a sound chair. 

Consider next the case of an elderly 
woman whose memory is failing. It ir­
ritates her to have to hunt through her 
wardrobe for various items of clothing 
when she dresses in the morning. She 
could create a filing system, complete 
with a written index, but this would be 
a lot of trouble. Instead she solves her 
problem by putting a complete outfit in 
every available drawer. 

In both cases the solution is quite 
"simple," but it is not necessarily ob­
vious. Both ideas are currently used in 
programming computers to solve com­
plex problems. The first is used in cer­
tain simulation processes and in Monte 
Carlo calculations. The second is used 
for retrieving key items of information 
from a very large computer memory. 
Since the items are needed frequently 
they are stored in several places, thus 
considerably reducing retrieval time. 

I might add that many mathemati­
cians have the nagging suspicion that 
the universe is much simpler than it 
appears in their complex mathematical 
models. It is not easy, however, to cap­
ture the fresh view required for the 
simple approach. In the use of comput­
ers, changes in viewpoint such as the 
two just mentioned have time and again 
changed an impossible problem into a 
possible one, a merely difficult one into 
a routine exercise. 

The next example is chosen to show 
how the concept of policy can not only 
simplify a multistage decision problem 
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What next for numerical control? 
Word is beginning to leak out of 
Detroit about drastic reductions in the 
time required to bring a new car from 
the design stage to finished metal. At 
the heart of this revolution is numeri­
cal control. 
Someday the full story can be told 
about how numerical control is chop­
ping lead time; how it is eliminating 
steps between the clay mockups and 
the finished .dies. For the present, suf­
fice it to say that where your eyes see 
the smooth contours of a fender, a 
numerical control system for a machine 
tool or a drafting machine sees only a 
network of points to be connected. 
Some N/C contouring systems use 
straight lines to make the connections, 
some use arcs of circles, but CINCINNATI 
Acramatic N/C alone offers the oppor-

• • 
• 

. -
•• • 

eO 

tunity for interpolating the contours 
between points with segments of 
parabolas. 
Why parabolas? Because few automo­
bile surfaces are flat, and a network of 
parabolic segments requires the fewest 
number of data points to approximate 
surfaces which cannot be described in 
a simple formula. We call it the "French 
curve touch". It is the only high-order 
system of interpolation we know of 
which has proved its ability to work 
in free space in any combination of 
planes. 
The coming round for diesinking by 
numerically controlled machine tools 
calls for the French curve touch that 
only parabolic interpolation can deliv­
er. It calls for Cincinnati experience 
going back many years into the build-

• 

• 

ing of both contouring and positioning 
numerical control systems and the 
machine tools they control. If you have 
metal to cut and lead time to save, 
be sure to investigate the leader in 
N/C diesinking. Write for these cata­
logs: Publication M-2395, "Universal 
Numerical Control" (contouring sys­
tems); Publication M-2438 "Acramatic 
Hundred Series" (position straight-cut 
N/C systems). 
Cimtrol Division, Dept. A-32 
The Cincinnati Milling Machine Co. 
Cincinnati, Ohio 45209 
Telephone 731-2121 (area code 513) 

CINCINNATI 
The Cincinnati Milling Machine Co. 
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a 

b 

d 

ROUTING PROBLEM is commonly met in control theory and 
was generally difficult to solve before computers and special pro­
gramm�ng methods were developed_ The problem shown here is 
to find the path from 1 to N that requires the minimum time_ The 
circles represent towns that are connected by a network of roads 
and the travel time between all pairs of towns is known_ The tra­
ditional approach to such a problem was simply to enumerate all 
possibilities_ This quickly leads to a "race against N_" In tbe 
example as drawn, in which N is only 11, the number of different 
routes from 1 to N (;vith no backtracking ) is more than 10,000_1£ N 
were 30, a high-speed computer would need more than 100 hours 
just to enumerate all the possible routes. One way to make such 
problems tractable is to use "dynamic programming," which de­
pends on a selection of "policies." The virtue of such policies is that 
they can be applied from any point i in the network and thus satisfy 
the injunction: Do the best you can from where you are. The four 
smaller diagrams show how policies are selected assuming that i is 
point 8. The travel times, in hours, for the various routes from 8 to 
N are shown in b. The initial policy (c) is to go directly from 8 to 
N, which takes 10 hours. The second policy (d) is to make one 
stop, which provides two alternative routes of nine hours each. The 
third policy (e) is to make two stops, which provides the minimum-
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time route. If point 1 were selected as the initial point i, the same 
procedure would be followed, but since this particular network 
does not provide a direct path from 1 to N, the first policy that 
could be examined would be one with the least number of stops, in 
this case three. There are, of course, ways of formulating this policy 
approach in terms of a computer program. The equation for solv­
ing the problem is 

Ii = min [tij + Ijl, 
j ,e i 

in which f; is the minimum time from any point i to N; tij is the 
time required to go from i to any other point j, which may be 
N itself, and Ij is the minimum time to go from j to N. This dynamic 
programming equation is solved by successive approximations­
"approximations in policy space"-in which each successive ap­
proximation improves the result_ The equation can be solved 
numerically for networks of several hundred points by hand in a 
few hours and by electronic computer in a few seconds. The equa­
tion determines both the optimal policy ("Where does one go 
next?") and the minimum time. Moreover, the equation embodies 
all the mathematical power of the classical calculus of variations. 
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but also yield numerical answers. To 
follow this example the reader must 
refer to the illustration on page 192, 
which shows the path of a dog chasing 
a rabbit. The dog is initially at D; the 
rabbit is at R and is running to the right 
along the x axis. If the dog always heads 
straight toward the rabbit, what curve 
does the dog follow? 

This is a standard problem in the 
theory of differential equations, but 
the nonmathematical reader would 
hardly be edified if he were given the 
explicit form of the solution. To under­
stand it requires a certain amount of 
mathematical training. This is strange 
when one thinks about it; the dog solves 
the problem without hesitation, although 
of course he does not get numerical 
answers. 

It is easy to obtain a good approxi­
mation of the shape of the curve in the 
following way. Let us assume that the 
dog can run 15 miles per hour, or 22 
feet per second, and that the rabbit 
can run just half as fast, or 11 feet per 
second. The rabbit is originally 100 
feet from 0 and the dog is 50 feet from 
o at a point perpendicular to the x axis. 
Assume now that the dog continues in 
any particular direction for one second 
at a time. At the end of one second 
the dog has reached Dl and the rabbit 
R1. Another second later the dog has 
reached D2, the rabbit R2 and so on. 

The point Dl is determined by con­
necting D and R with a ruler and mea­
suring 22 units along it. Similarly, D2 is 
determined by connecting Dl and Rl 
and repeating the same measurement. 
The process is continued until the dis­
tance between dog and rabbit is closed. 
(We will ignore the fact that the closing 
stages are made a little messy by this 
method.) The broken-line path is a sim­
ple approximation of the actual path 
traversed by the dog. It is evident that 
the approximation can be made as close 
as desired by carrying out the change 
in the dog's direction at shorter and 
shorter time intervals, say every hun­
dredth or every millionth of a second. 
By hand computation this would be in­
creasingly tedious, but an electronic 
computer can do the job easily in a mat­
ter of seconds. 

More sophisticated versions of this 
problem occur in the determination of 
optimal trajectories for space vehicles. 
In some of these cases the "rabbit" is 
imaginary and the problem is to deter­
mine where to point to achieve a desired 
course; in other cases the "rabbit" is real 
enough-another craft or a planet, per­
haps-and establishing exactly where it 

SUOPE 
OF OPPORTUNITIES :WITH GENERAL ELECTRIC ON THE APOLLO PROGRAM 

Specific openings are now available on the APOLLO Program with 
General Electric. All are high in technical content ... completely con­
cerned with systems analysis and creative design of various systems 
for ACCEPTANCE CHECKOUT EQUIPMENT-SPACECRAFT (ACE­
S/C). These are senior positions requiring men who are recognized in 
their field. There are some openings for men with lesser amounts of 
experience, but a capability must exist ... as the opportunity does . 
to become an authority within a short period. 
If you are interested in moving into advanced space fields through 
assignment now on APOLLO with General Electric, you are invited to 
inquire about current opportunities: 

DIGITAL APPLICATIONS ENGINEER-Experienced with digital computer utilization for laboratory simulation 
and launch pad preparation of missile systems checkout. Operational and tcsting experience in factory and 
field a very uscful supplement. 
COMPUTER SYSTEMS ENGINEER-Experienced in the design and analysis of computer peripheral equipment 
systems. Must be able to recognize and specify requirements for electrical interface equipment, language, 
and associated problem areas. 
DESIGN ENGINEER-Experienced in onc or more of the following areas: digital systems/data handling, eSE. 
servo-design and pad eJectrical systems. 
lOGIC DESIGN ENGINEER-Experienced in analysis, synthesis and design of digital logic for application to 
computer directed automatic checkout systems. 
RELIABILITY ENGINEER-Reliability experience including failure mode, availability, utilization, and mal­
function analysis on airborne telemetry and digital equipment. 
PACKAGING DESIGN ENGINEER-Experienced in packaging electrical/electronic parts, components and suh­
systems required by automated checkout systems (ESE) for launch vehicles. 
COMPUTER PROGRAMMER-Experienced (with computer programming in a large digital facility) designing 
computer programs for checkout models and assisting in formulation of analytical models. 
SR. FLIGHT and ORBITAL MECHANICS ENGINEER-Background in definition and evaluation of performance 
parameters relating to spacecraft desi.gn, such as earth and planetary launch/descent, optimum transfer 
orbits, etc., and in analysis of performance profile, computer programs, trajectory spectra, midcourse cor­
rections, etc. 
DECOMMUTATION ENGINEER-4 years' experience in analyzing malfunctions occurring during test on telem­
etry magnetic recorders, pulse coded decommutator and data distribution systems. Familiarity with solving 
and processing complex and diverse problems through the data reduction cycle with respect to the t;eneraI 
data handling and mathematical techniques employed. 
SR. MECHANICAL ENGINEER (Ordnance and Safety)-10 to 12 years' experience in evaluating mechanical 
ordnance support systems and airframe mechanisms. 
SYSTEMS ANALYSIS ENGINEER-Experienced in the analysis of measurement and telemetry systems, both 
airborne and ground, with particular emphasis on accuracy, validity and techniques for spacecraft sensors 
and transducers. 
TElEMETRY DESIGN ENGINEER-AIRBORNE-Related experience in design of airborne telemetry systems­
peM and general airborne system design requi.red. 
CHECKOUT ENGINEER-3 years' experience at launch sites preferably with R&D vehicles, including a famili­
arilY with digital systems. Additional experience should be in one or more of the following areas: RF systems, 
switchgear, patching systems design, or ground electric systems. 
SR. PROGRAMMER ANALYST-Experienced in usc of digital computers with information or automatic checkout 
systems. Background in planning, development and implementation of complex programming and real time 
systems for depth analysis, engineering support and translation of requirements to computer-oriented speci­
fications. 
ANALOG DISPLAY ENGINEER-Experienced in design and development of specifications for analog and alpha­
numeric display equipment. 

DEGREE REQUIRED/ACTIVITIES ARE WIDE RANGING, PROVIDING BROAD INDIVIDUAL OPPORTUNITIES 

Please write in strict confidence, including salary reqUirements, to: Mr. P. W. Christos, 
Apollo Support Dept., Room 1059-1, General Electric Co., P. O. Box 2500, Daytona Beach, Florida. 

APOLLO SUPPORT DEPT. 
A Department of the Command Systems Division 

GENERAL . ELECTRIC 
,. An Equal Opportunity Employer 
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DETONATION 
PHY'SICS 

Honeywell has begun a new program of basic and applied 
research in the physics of explosive phenomena as related 
to munitions, including initiation, detonation, shock 
wave and shape charge phenomena. Work is now under­
way at our Military Products Research Laboratory in 
the Twin Cities Area. 

We have openings for experienced PhD's as Principal 
or Senior scientists, as well as junior positions related to 
this research. 

INTERESTED? 
For further details or an interview with O. Hugo Schuck, 
Director of Research for our Military Products Group, 
just call (collect) or write: 

Dr. J. B. Hatcher 
Military Products Research Laboratory 
2345 Walnut Street 
St. Paul, Minn. 55113 
Phone: 612/331-4141-Ext. 5481 

Honey"W"ell 
AN EQUAL OPPORTUNITY EMPLOYER. 

To investigate professional openings in other Honeywell facilities, send your 
resume to F. G. Laing, Honeywell, Minneapolis, Minnesota 55408. 

More than 1,000 Typit symbols 

the perfect, inexpensive way to 

TYPE ANY SYMBOL 
perfectly in 4 seconds 

Send for more information today 

SCIENTIFIC 
AMERICAN 

CUMULATIVE 
INDEX 

1948-1963-
The editors of SCIENTIFIC AMERICAN 

take pleasure in announcing the publica· 

tion of a cumulative Index to all 180 is· 

sues published from May, 1948, through 

April, 1963. The Index covers all the 

issues published under SCIENTIFIC 

AMERICAN's present editorial direction 

and marks the fifteenth anniversary of 

the "new" SCIENTIFIC AMERICAN. 

For librarians, scientists, engineers and 

all who have an active concern in the 

work of science, the Index should prove 

a productive research and reference tool. 

It will multiply many times the value and 

usefulness of the collected issues of this 

magazine. 

tvpit® manufactured by 
'J mechanical enterprises, inc. To secure your copy of the Index send 

your payment of $3 to: 3127 Colvin St., Alexandria, Va., Dept. 8 S 

o Please send free catalog. 

o Give me a demonstration soon 
at no obligation. 

Name Title..e ___ _ 

Company' ____________________ __ 

Address. s __________ --:,-______ _ 

City State' ______ _ 

---------------
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is provides a further significant compli­
cation. 

The point I wish to emphasize is that 
one can obtain a solution to the original 
problem by concentrating on the origi­
nal process. One merely follows the in­
structions for what to do at every point 
in time and space. In mathematical 
terms, one carries out a policy. 

The importance of this from the 
standpoint of control theory is manifold. 
In the first place, it is easy to use com­
puters to implement policies. In the sec­
ond place, the mathematical level is 
more fundamental, deeper and yet rela­
tively uncomplicated by symbol ma­
nipulation. Policies are invariably sim­
pler than time histories. Much more 
emphasis is now placed on the formula­
tion of the problem. The idea is to take 
full advantage of the structure of the 
process in order to describe it in a most 
convenient analytical fashion and in or­
der to make clear the structure of the 
optimal policy: One tries to avoid any 
routine description in terms of compli­
cated equations that do not easily yield 
to numerical approach. One does not try 
to fit every new type of decision process 
into the rigid mold of 18th-century 
mathematics. This is the policy concept 
behind dynamic programming. 

With this concept, which recognizes 
the resources of the digital computer 
and accepts it as an ally, one can easily 
and quickly obtain the numerical solu­
tion of control problems in many differ­
ent fields that defied even the most re­
sourceful mathematicians 20 years ago. 
The new approach has made it possible 
to solve formidable problems in trajec­
tory analysis, process control, equip­
ment replacement and inspection pro­
cedures, communication theory, the 
allocation of water resources and hydro­
electric power, the use of forest resources 
and investment planning-to mention 
only a few important areas. 

Beyond this, the concept of policy 
can readily be applied to study the 

more difficult and realistic classes of 
decision processes involving uncertainty 
and learning. I have already referred to 
the former as stochastic processes; the 
latter are known as adaptive control 
processes. 

The dog-rabbit pursuit process was 
an example of a deterministic process 
in which the basic mechanisms are 
fully understood and it is "merely" a 
matter of devising a suitable procedure 
for solving it. Thus we assumed that 
the positions of both the dog and the 
rabbit can be precisely observed and 
determined at each instant, that the 
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He's not a doctor. He's an essential. 

The Jet Propulsion laboratory has more than its share of 

Ph. D. s. But without the bachelors and masters, the doctors' 

hands would be tied. 

Almost all engineering disciplines are involved in space 

exploration. Systems analysis, communications, gUidance and 

control, propulsion,. space mechanics, basic research • • •  it's 

o long, long list. It has to be. The moon and planets are a 

long, long way away. 

If you're an engineer, if you'd like to work in the wide 

open space, you may have the essential talent J Pl is looking 

for. The way to find out is to write to us about you. Do it 
soon, why don't you? 

Send your complete resume to: 

• !�o! o':��r�������s��n�,��I���RY � Attention: Personnel Dept. 9 

"An equal opportunity employer," Jet Propulsion Laboratory is operated by the California Institute of Technology for the National Aeronautics & Space Administration. 
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H O W  R C A  T R A N S I ST O R S  

Will Run Your UElectronic" Car of Tomorrow 
Slide behind the wheel of this dreamboat. Push 
the electronic control button. Then sit  back and 
let transistors take over. 

Automatically, transistors and semiconductor recti-
fiers will help . . .  accelerate . . .  brake . . .  steer . . .  detect 
obstacles . . .  guard against " tailgating" . . .  guide 
you safely along the electronic lanes of super h igh­
ways . . .  s ignal on-coming traffic as you approach 

intersections . . .  even tell you when the road is icy. 

As darkness falls, these devices will turn on your 
lights and courtesy headlight beams .  When it rains,  
they will close your windows, start your windshield 
wipers and adjust their speed to conditions. They 

w i l l  even b l o w  y o u r  h o r n  a u t o m a t i c a l l y  when 
necessary ! M i raculous ? Hardly. 

Already, transistors and semiconductor rectifiers 
can open and close your garage door. Transistor 
car radios are commonplace. Alternators, using 
transistors and semiconductor rectifiers are replac­
i n g  conven t i o n a l  generators-to keep batteries 
charged, even at idling speeds. Transistor ignition 
systems are helping to i mprove engine performance. 

The impact of transistors and semiconductor recti­
fiers i n  automotive technology is another dramatic 
i l lustration of how RCA solid-state advances are 
helping to meet the broad demands of industry, 
business, science, and national defense. 

• RCA ",mON<C COMeoN"" "0 D'V,,,, 

� i.:  T h e  M ost Trusted N a m e  i n  El ectro n ics 
® � • . .  and the world's most broadly based electronics company 

r 

R C A  T r a n s i stors 
a n d  S e m i c o n d uctor  Rectif iers  
These wonder - w o r k i n g  devices, 
shown actual size, a re serving 
electronics everywhere - from 
comp uters to satellites. 
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