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Abstract 
A top-level integration of symbolic and connectionist 
components of a cognitive architecture can be achieved 
through the blending of innovative concepts used in both 
components.  i) On the connectionist side the key innovative 
elements are neuromorphic cognitive maps that provide for 
associative indexing and organization of symbolic memories 
and path-finding in modeled cognitive spaces. On the 
symbolic side the key innovative elements are: ii) a unique, 
central notion of “self”, and iii) a formal representation 
system based on the general notion of a “schema”.  In this 
work we describe a theoretical framework allowing us to 
design an implementable cognitive architecture of this sort. 

The Challenge  of Integration 
The grand vision of integrated, versatile, intelligent 
systems capable of unlimited, autonomous cognitive 
growth starting from a minimal embryo [22] is a difficult, 
but probably the most interesting and critical challenge of 
our time. Achieving this meta-goal of artificial intelligence 
requires certain key features of human cognition to be 
enabled in an agent: (a) the cognitive growth ability 
consisting of basic human kinds of learning: abilities to 
learn problem spaces autonomously (by exploration of 
environments and previously acquired episodic memories) 
and from an instructor (by consultation or by mimicking 
instructor’s behavior); (b) basic human kinds of memory, 
including episodic memory understood as memory of 
personal experience of the subject; (c) social meta-
cognition (simulationist ‘theory-of-mind’ capabilities: can 
simulate other minds), including social imagery (‘what if’ 
capabilities: can imagine self and others in plausible 
situations); (d) real-world communication capabilities, 
including anaphoric reference resolution and other 
techniques studied by discourse representation theory [41] 
that use mental simulations; (e) higher emotional 
capabilities, including appreciation of subjective feelings 
resulting from emotional evaluation of mental states and 
the ability to understand and to simulate emotions observed 
in other agents. 

It is well known that in humans the development of (a) – 
(e) critically depends on (1) the neuronal networks of the 
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brain and (2) “the child’s conception of self during the age-
4 transition” [4]: this transition, according to Barresi [4] 
and to other works in developmental psychology, consists 
in rapid, simultaneous development of the entire complex 
of those cognitive abilities (a) – (e) that require the Self as 
a precondition. Therefore, mimicking a human self in a 
neuromorphic artifact could be a major step toward 
enabling the emergence of (a) – (e) upon implementation. 

A straightforward approach to mimicking the human self 
in a neuromorphic cognitive system could be to study the 
brain, to describe and to replicate its functionality step by 
step. The progress made in this direction in brain sciences 
during last decades is tremendous: brain areas related to 
highest cognition in humans are identified (such as the 
hippocampal formation, medial temporal and frontal 
lobes), their functions are characterized, connectionist 
models of the underlying mechanisms are studied 
numerically and related to brain imaging. At the same 
time, there is an enormous gap between brain sciences and 
artificial intelligence. We believe in a possibility to bridge 
this gap based on a mapping between the brain architecture 
and cognitive architectures, expecting the complex of 
structure-function relations be capable of self-completion 
in a new substratum. It is therefore wise to use results from 
cognitive and computational neuroscience in our self-
aware cognitive architecture design that logically takes off 
from studies of the human mind and the self. 

The Proposed Approach 

The Self concept 
According to our view, in order to be self-aware, an agent 
must have an image of its Self consistent with self axioms 
(see below), must attribute to this Self (as to the subject) all 
first-hand experiences represented in the cognitive system, 
and must believe that this Self is responsible for all 
behavioral and cognitive actions initiated by the agent.  

The specific detail that separates our approach from 
others is our notion of the Self: it does not refer to the 
actual physical (hardware) or informational (software) 
body of the agent. The Self in our framework is an 
imaginary abstraction [28, 33] rather than the agent per se. 
Nevertheless, this imaginary abstraction has real 
representations in the cognitive system that are maintained 
over time and used to guide cognitive information 
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processing. The imaginary Self is represented as if it was a 
real entity, thereby forcing the system to behave as if it had 
this real entity inside. This is the first of a set of 
fundamental principles called here self axioms that are 
permanently built into our cognitive system at birth, as we 
claim they are permanently built into the human mind [33].  

Self axioms are beliefs of the agent about own self. They 
are implemented as constraints on the semantics of 
possible representations in the system and together enable 
the kind of behavior and cognitive abilities that are 
consistent with the common-sense notion of a conscious 
self. The entire set of self axioms is described in detail in 
[33], and summarized here: (i) The Self is a unit that exists 
as an abstract entity associated with a specific cognitive 
system. (ii) This unit is the only subject of all first-hand 
experiences represented in the system. (iii) This unit is the 
only author of all self-initiated actions of the system. (iv) 
This unit is unique, one and the same over time, in all 
circumstances. (v) This unit is indivisible.  It has no 
internal parts or substructure. (vi) This unit is self-
consistent over time. (vii) This unit is capable of acting 
independently. (viii) This unit is always localized in the 
agent’s body and in time. (ix) This unit is capable of self-
awareness. Again, (i) – (ix) are beliefs rather than facts. 

Implementation of these principles in the brain is based 
on (i) association of represented experiences with instances 
of the Self (self-attribution), (ii) dynamic rules sensitive to 
this association; (iii) semantic constraints on schemas. In 
long term memory, (i) is subserved by the contextual 
cognitive map (the hippocampus: [25]) that provides 
unique identifiers for all logically meaningful instances of 
the subject’s Self associated with remembered experiences. 
The result is called episodic memory, i.e., memory of 
personal experience [37-39]. In working memory, the 
function of self-attribution is subserved by the frontal lobe. 

The self in our model has discrete instances (e.g., “I” 
taken at different moments of time) that are represented by 
simple tokens labeled I-Now, I-Previous, I-Next, etc. 
Accordingly, all representations of experience are 
partitioned into mental states attributed to those tokens 
(instances of the Self). A given mental state represents a 
particular mental perspective of the Self, together with all 
experiences attributed to this instance of the Self. A self-
aware mental state is a mental state that is aware of the 
instance of the Self to whom it is attributed. This element 
of awareness is represented by a token “me-now” included 
in the content of the mental state (in addition to the label 
I-Now). A mental state may be aware of other mental 
states, indexing them by similar tokens: “me-next”, “me-
previous”, etc. These tokens-references are used to control 
information exchange between mental states. As a result, 
active mental states form a dynamical lattice and evolve in 
parallel, interacting with each other. These interactions are 
constrained by self axioms. An essential feature enabled by 
the lattice of mental states is that this framework allows the 
system to process each mental state from another mental 
state (mental perspective), thereby providing a basis for 
various forms of meta-cognition [33]. Active mental states 

constitute working memory. Episodic memory includes 
frozen mental states that once were active. 

Biologically, mental state tokens can be realized as 
stored activity patterns in the hippocampus (for episodic 
memory) and spatio-temporal patterns or phases of 
neuronal firing in the neocortex for working memory. The 
two kinds of representations are presumably linked to each 
other via the phenomenon known as the phase precession 
[16]: as a result, the number of mental states 
simultaneously active in the brain is limited to 7±2 [18]. 

The schema formalism 
A set of advanced symbolic cognitive architectures based 
on production systems were developed in artificial 
intelligence intended as models of the human mind. The 
main of them are Soar [15, 22], ACT-R [1, 2], EPIC [17], 
and Polyscheme [8]. The base of our cognitive architecture 
is a framework of schemas that can be viewed as a 
generalized production system that offers, on the one hand, 
a meta-level of information processing, as compared to 
Soar, Act-R and Epic, and on the other hand, incorporation 
of non-symbolic primitives into schemas (cf. [8]). Our 
schema is a building block generalizing productions, 
operators and chunks. Here the term “schema” refers to an 
abstract model or a template that can be used at any level 
of abstraction to instantiate and to process a certain class of 
mental categories [33]. Schemas may include concepts, 
elementary actions and their sequences (scripts), as well as 
templates for instantiations of qualia and abstract notions.  

Generally, a schema can be represented as a graph, in 
which external nodes are called terminals, the first of 
which is called the head and represents the instantiated 
category of the schema. A simple example is a schema of 
the number two that has three terminals: the head 
signifying that there are two entities in a given context and 
other two terminals that can bind to any entities. This 
schema has no internal nodes. More complex examples can 
also be given (Figure 2). The first step of a state creation 
based on a schema is called binding. Links of the graph 
specify how bindings of internal nodes to other internal 
nodes and to terminals should be established. Bindings of 
terminals to external content are established based on their 
attributes. The notion of an attribute used here is a meta-
level as compared to that in Soar and will be described 
elsewhere.  

A remote analogy between our schemas and LISP 
functions can be seen. Consistently with the analogy, our 
schemas can create other schemas, thereby enabling the 
cognitive growth of the system. This is the main distinctive 
feature of our system of schemas: qualitatively new 
cognitive abilities represented by new schemas can be 
created autonomously by existing schemas. In this sense, 
schemas are divided into innate (pre-programmed) and 
acquired (automatically created by the system). In this 
case, evolution of the set of schemas can be controlled 
using paradigms of genetic programming [14, 31, 3] with 
an appropriate definition of fitness. Another similarity with 
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LISP is in that internal nodes in schemas are references to 
other schemas or to primitives (non-symbolic or lower-
level symbolic tools and routines designed to perform 
specific functions, e.g., sensory signal processing, motor 
command execution, mathematical calculations). 
Primitives constitute procedural memory, while the set of 
schemas constitutes semantic memory in our cognitive 
architecture. A multi-plane hierarchy of semantic memory 
follows from the above: (1) complex schemas contain 
simple schemas as their components, (2) schemas 
representing specific concepts are clustered into general 
categories represented by more abstract schemas, and (3) 
acquired schemas refer to their innate prototypes. 

In the brain, higher schemas are known to be 
implemented in the medial temporal lobe and in the 
prefrontal cortex as stored spatio-temporal patterns of 
neuronal activity.   Biological neuronal networks provide 
the capacity for associative schema mapping in creation of 
cognitive representations. We use the same neuromorphic 
principle in our approach: associative retrieval of an 
appropriate schema is one of the functions of our 
conceptual cognitive map. 

Cognitive architecture mapped onto the brain 
Here is a bird-eye view of our proposed architecture 
(Figure 1). The core of it includes the four memory 
systems: working, episodic, semantic (representations in 
which are based on schemas) and procedural (primitives). 
The input-output buffer operates in terms of states of 
schemas and interacts with working memory. The driving 
engine and the reward-punishment system “run” the above 
components. They are implemented algorithmically. 
Cognitive map is an artificial neural network playing the 
central role.  

Figure 1. The hybrid cognitive architecture at a large 
scale. Shapes reflect the nature of components. Rectangle: 
higher-level symbolic, oval: analog connectionist, rounded 
rectangle: algorithmic. Arrows indicate essential data flow. 
 

Our complete cognitive architecture at the level of its 
components, their parts and cognitive functions can be 
mapped onto structures and systems of the brain. 
Specifically, the mapping should cover structures, systems 

and features of the human brain listed below (and 
definitely more), where a separate list is provided for each 
component of the architecture shown in Figure 1 (e.g., “our 
working memory” is the architectural component, not the 
working memory system of the brain). 

 Our working memory (active mental states): neuronal 
activity in virtually all non-primary neocortical areas 
(excluding somatosensory and olfactory modalities) 
and related thalamocortical loops. 

 Our episodic memory (frozen mental states): synaptic 
efficacies in the same areas as listed above, plus the 
hippocampus (providing allocentric mental state 
labels) and the medial temporal lobe (mediating 
hippocampo-cortical connections). 

 Our semantic memory (schemas): medial temporal lobe 
and other higher neocortical areas. 

 Our input-output buffer (sensory and motor cognitive 
states): neuronal activity in premotor, motor, auditory 
and visual neocortices, and in related structures of 
their thalamocortical loops. 

 Our procedural memory (primitives): stored patterns in 
specialized neocortices and related structures, 
including visual, auditory, speech (Broca, Wernike), 
motor and premotor areas and the cerebellum. 

 Our reward-punishment system: dopaminergic system, 
including parts of the frontal lobe, basal ganglia (e.g. 
nucleus accumbens, ventral pallidum), most of the 
limbic system, substantia nigra. 

 Our driving engine: in general, there is no unique brain 
system corresponding to this component. In our 
architecture it is an algorithmic shell running all other 
components (including all memory systems) as 
passive data structures. Specific functions of 
synchronization and timing can be associated with the 
cerebellum, the pons and nuclei of the thalamus.  

 Our cognitive map has three components: contextual, 
conceptual and emotional. Related brain structures 
include the limbic lobe, the amygdala, the 
hypothalamus, the medial temporal lobe cortices, the 
cingulate, orbitofrontal and parts of the parietal and 
prefrontal cortices. 

Cognitive map is more than the ‘virtual 
hippocampus’ in our architecture 
Our cognitive map component is an associative neural 
network that is primarily inspired by the hippocampus and 
its role in the brain. In addition, it performs certain 
cognitive functions of other structures (see above). 
Therefore, the functions of our cognitive map extend 
beyond a ‘virtual hippocampus’. In our architecture (Figure 
1) this component is partitioned into contextual, conceptual 
and emotional maps and is used for integration of episodic, 
semantic and working memory systems with each other 
and with other components, subserving the following 
functions. 

(1) Associative indexing of all stored memories. In 
particular, this function enables cued recall: retrieval of a 
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memory by associative pattern completion, based on partial 
information about an episode or a concept [35, 9]. 

(2) Modeling multidimensional cognitive spaces and path 
integration. Associative neural networks can learn 
continuous attractors with arbitrary topology and geometry 
that can serve as internal cognitive models of problem 
spaces [32]. In our architecture, this function is involved in 
memory management (comparison, hierarchical 
organization, clustering of memories), in generation of 
emotional feelings (see below), and in analogy search 
within a certain context or a certain domain of knowledge 
based on global characteristics of a remembered episode or 
a concept (proximity of pointers: see above). 

Figure 2.  Integration of neuromorphic and symbolic 
components. Top: neural network architecture of the 
cognitive map component [27]. MTL: medial temporal 
lobe, NC: neocortex, CA1 and CA3: fields in the 
hippocampus proper. Bottom: incremental learning in a 
push-push environment. The agent body (filled circle) 
initially located at X has to push the block B (gray square) 
to the location G (dotted square). To do this, the agent gets 
to Y using an available schema R. Schema P applied to 
episodic memory of a successful trial recognizes that Y is 
opposite of G with respect to B. Schema Q recognizes that 
the pushing move Z is directed toward the target G. 
Together P and Q provide a basis for a new schema of a 
one-step push, that will be tested in novel situations. 
Interface of symbolic and connectionist components 
(indicated by solid arrows) is mediated by MTL. 

(3) Strategic retrieval: path-finding in memory space 
([27]: Figure 2). In our architecture, this mechanism is 
involved in context reinstatement during episodic retrieval, 
in assembling critical elements during new schema 
formation, and in intuitive planning and problem solving 
(e.g., spatial navigation) based on cognitive space search. 

 (4) Multiple trace formation (described by the multiple 
trace theory: [19, 20, 21]). This function is involved in 
memory re-consolidation during off-line replay, including 

reinterpretation and compilation of previously acquired 
memories (see below). 

The above functions can be achieved based on the well-
known properties of associative neural networks, such as 
their ability to learn point attractors and feature maps (for a 
reference see [12]), as well as their ability to store and to 
navigate graphs and manifolds of arbitrary dimensionality 
[27, 32]. Our confidence in success of reproduction of (1) – 
(4) using the cognitive map component is based on the 
results of (i) brain imaging studies, (ii) parallel multiunit 
recordings in freely behaving animals, and (iii) 
connectionist modeling in cognitive psychology, including 
our own previous results. For example, our neural network 
model of the hippocampus (Figure 2, top: see [27] for 
details) solves complex problems of spatial and non-spatial 
navigation, is robust up to realistic mammalian 
connectivity, and is ideally suited to navigate the space of 
episodic memories in the proposed cognitive architecture. 

The three components of our cognitive map serve the 
three symbolic memory systems: episodic, semantic and 
working. Episodic cognitive map provides a model of an 
abstract space indexing remembered episodes. Semantic 
cognitive map provides a model of an abstract cognitive 
space indexing available schemas and schema categories. 
Emotional cognitive map provides a model of the space of 
possible emotions, feelings and affects and its associative 
mapping onto possible activity conditions and contents that 
may be active in working memory.  

Cognitive Architecture in Action 

Contextual reinstatement: An example of a 
routine task solved by the proposed architecture 
The following sequence could be a routine procedure 
executed every time when a new session of the agent is 
started. As the system “wakes up”, a new mental state I-
Now is initiated representing the current instance of the self 
of the system. Its initially empty content is populated by 
states representing sensory input (copied from the input-
output buffer). In parallel, contextual attributes of the token 
I-Now (that specify “who I am”, “where I am”, “what time 
it is”, “am I awake or dreaming”, etc.) are reinstated based 
on the relevant semantic knowledge and on the current 
experience. This process of reinstatement is controlled by 
the cognitive map, as described in [27]. Simultaneously, a 
mental state labeled I-Goal is retrieved from prospective 
episodic memories (“what am I supposed to do today”). 
The most recent retrospective episodic memory (“what I 
was thinking before falling asleep”) is reactivated as I-
Previous. The content of I-Now starts evolving, resulting in 
ideas (here “an idea” is understood as a state representing a 
feasible action) produced by mapping of action schemas. 
The three mental states (I-Previous, I-Now, I-Goal) get 
represented in a newly created meta-cognitive mental state 
I-Meta, where they form a working scenario. The next 
event is the selection of immediate intention based on 
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available ideas in I-Now and their consistency with the 
working scenario. When this happens, the mental state 
I-Next is initiated, and its content is populated with the 
scheduled action and the expected outcome (e.g., “I am 
getting up”). At this point, the dynamical lattice of active 
mental states already looks similar to Figure 2. At the next 
moment of time the agent performs the intended action and 
simultaneously shifts the perspectives of its mental states. 
I-Next takes the position of I-Now, I-Now becomes 
I-Previous, I-Previous becomes I-Yesterday, is deactivated 
and returns to episodic memory.  

Subsequent evolution of the mental state lattice may 
vary. For example, a new instance of I-Next may be 
initiated based on new ideas and intentions. Alternatively, 
I-Meta may take the place of I-Now (with I-Goal shifting 
to I-Next, etc.), and the agent would start reasoning about 
own plans from a greater perspective. In another possible 
scenario, a new mental state I-Imagine is created to explore 
some interesting possibility by mental simulation. While 
specific paradigms of (meta)cognition are innumerous, 
normally the state of working memory may include a meta-
level perception of own mental states (I-Meta), a notion of 
the current goal (I-Goal), a sense of what is going to 
happen next (I-Next), a sense of what just happened 
(I-Previous), and the sense of the current, actual instance 
of the subject’s mind (I-Now). 

The Self provides leverage for cognitive growth 
Schemas can be created automatically by various 
mechanisms. E.g., the following strategy can be 
implemented as an innate schema and used by the agent for 
incremental learning in a broad variety of exploratory 
paradigms that allow for multiple trials. Suppose that, 
given a certain initial situation X in a virtual world W, the 
task for the agent is to achieve a certain result G. The 
meta-task is then to learn how to do this in the world W in 
general. The initial strategy of the agent (the first step) is to 
perform randomly generated sequences of moves, every 
time starting from X. Suppose that in a number of trials, G 
was achieved several times. The next step is to discover the 
mechanism of this event. To do this, the agent starts by 
building a theory of what happened. Available matching 
schemas are applied to the remembered sequence of 
actions and other events that led the agent from X to G, 
until all intermediate steps and critical events are 
“understood” (i.e. mapped by schemas). 

The key in this process is self-attribution and 
reinterpretation of episodic memories: an element that 
requires the self concept. Specifically, the system finds 
“motivations” of own actions (that in fact were randomly 
generated) and puts them together in a new schema, 
creating a belief that this schema was actually used in the 
remembered episode. In addition, the system automatically 
ensures that self-axioms apply to this new memory 
interpretation; e.g., the remembered experiences and 
actions are consistent with each other. At the next step, the 
agent tests the hypothesis that the new schema works in 

general. This is done by applying the schema to new 
encountered situations. Based on the tests, the agent may 
reject, revise or accept the schema. When accepted, the 
new schema becomes a building block in further 
exploration and learning. This example therefore 
demonstrates the leverage of a self-concept in incremental 
learning [29, 30]. 

Having a human-like Self becomes critical in 
paradigms like simulated intrusion detection 
Here we consider a paradigm in which an agent learns 
from an instructor that there is a world called “simulated 
intrusion detection game”, where the agent is a network 
administrator of a computer grid shown in Figure 3, and its 
job is to protect this grid from a hacker. According to the 
rules, the agent may set any 5 out of 24 internal computer 
nodes to a high security level (which would require a 
double time for a hacker to gain root access, as compared 
to “easy” nodes) and make any one of the rest a honeypot 
(where any intrusion will be instantly detected). Detecting 
an intrusion will take a finite time elsewhere. An intrusion 
may happen spontaneously at any time. A hacker enters 
through the gateway, can “see” neighboring nodes, 
including their levels of security, and can crack and occupy 
any of them. Its goal is to get access to a maximal number 
of nodes before being detected. An additional rule is that 
the agent itself is allowed to attack its own grid, pretending 
to be a hacker, in order to learn how efficient its defense is. 

Suppose the agent starts by setting the grid at random and 
then attacking it, pretending to be a hacker. The agent will 
use its self concept to simulate a hacker: specifically, it 
will use the notions of a goal, a voluntary action, a working 
scenario, etc. Its first model of a hacker (inferred from 
episodic memories left after the pretend-play) will be a 
naïve hacker that simply prefers easy nodes to hard nodes. 
Based on this model and its mental simulations, the agent 
will now design its first defense scheme, with hard nodes 
arranged into a “herding” pattern that will lead a hacker to 
the honeypot (Figure 3). In the next set of experiments, a 
simulated hacker will take into account a possibility of a 
honeypot (that looks like an easy node), the Self of the 
network administrator (the agent) and its intention to 
capture the hacker into the honeypot. As a result, this 
hacker will be unlikely to follow the path shown in Figure 
3. Therefore, the second model of a hacker created by the 
agent will be a “honeypot-aware hacker” that will exhibit a 
completely different behavioral pattern. The process will 
continue, converging to an optimal solution.  

It is true that the same or better result could be achieved 
based on game theory, traditional machine learning or 
evolutionary computation. It is also a fact that these 
traditional approaches require a certain degree of 
translation of the problem space into a computer code done 
by a human a priori. The approach proposed here is free of 
this requirement; instead, it requires the notion of a self in 
the agent, and has certain advantages when something 
unexpected happens. For example, during one of the 
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agent’s experiments, the grid may be attacked by a real 
hacker. In order to be able to discriminate between a real 
hacker and a simulated hacker in this situation, the agent 
must process at least two mental states in parallel: one, I-
Pretend, which is simulating a hacker, and another, I-Real, 
that will monitor all system, will be aware of the current 
activity of I-Pretend, and therefore will be able to detect 
the hacker. The bottom line is that at least two mental 
states must be processed in parallel in examples like this. 

Simulated emotional feelings can be used for self-
control and guidance of behavior 
Most current approaches that enable emotions in artifacts 
are concerned with behavioral recognition and/or 
expression of affects [6, 7, 36]. Speculations about adding 
emotionality as a new cognitive dimension to internal 
states of the agent itself [13] consider emotional biases as 
something that potentially can be added, if useful. For 
example, adding a bias may be justified when a surprise 
situation in the environment calls for immediate 
emergency actions. In contrast, we propose that emotional 
biases are “already there”. Indeed, computer behavior 
typically elicits experience of specific emotional qualia in a 
human user (“boring”, “funny”, “dramatic”, “exciting”, 
etc.). The question in each case is therefore how to correct 
for an existing bias rather than how to introduce a 
qualitatively new bias. The necessary self-correction can 
be achieved in a cognitive system based on simulated 
emotional feelings. 

In order to do this, the system will learn to simulate 
emotional feelings in response to its own states. This 
process requires (i) the notion of a self and (ii) at least two 
mental perspectives of the Self processed in parallel. In this 
approach, the biased cognitive process constitutes the 
content of the mental state I-Now. The other, meta-
cognitive mental state labeled I-Feel, is concerned with 
monitoring of I-Now and recognition of apparent emotional 
biases in it. Here monitoring means reflecting the content 
(states) of I-Now in the perspective of I-Feel, while the 
recognition of emotional bias is achieved after an 
associative supervised learning in the emotional cognitive 
map that receives its input from I-Now. The process of 
correction takes place within I-Feel: states copied from 
I-Now are modified or terminated, until the overall 

configuration of the mental state I-Feel is recognized by 
the cognitive map as neutral. When a critical bias in 
dynamics of I-Now is detected by the cognitive map, I-Now 
and I-Feel switch their labels and functional roles. I-Feel 
takes control of the situation, becoming I-Now, while the 
former I-Now becomes I-Feel to simulate cognition that 
would take place without self-control, suggesting ideas to 
I-Now. A counterpart process, when an emotional bias 
needs to be developed rather than eliminated, is described 
in [33]. Other potentially useful general paradigms 
involving simulated emotions may include pretend-play 
(cf. the previous example), understanding other minds in 
social interactions, robust response to emergency 
situations, etc. Furthermore, associating emotional values 
with individual schemas based on experience may help to 
select appropriate schemas in new situations. 

Discussion 
First and foremost, we should emphasize that our approach 
is not competing with the existing state of the art in brain 
sciences and in artificial intelligence. On the contrary, we 
are building the upper level on the state of the art and its 
underlying developments. As we lay the ground for 
achieving our goal, we bring together recent advances in 
cognitive psychology, in cognitive and computational 
neuroscience, and in artificial intelligence. At the same 
time, there are a number of features that separate our 
approach from parallel, related approaches, making our 
approach unique and superior. Here we provide an 
abridged summary of these features. 

Most existing implementations of self-representation and 
Theory of Mind in artificial intelligence conform to a 
theory-theory view [11] rather than simulationism [10, 23]. 
In the hierarchy of modern intelligent agent architectures 
(reflexive, reactive, proactive or deliberative, reflective, 
self-aware or meta-reflective), self-aware systems stand on 
the top; however, existing approaches to their 
implementation utilize self-concepts limited to notions of 
self-reference in communications, the distinction between 
own body and the rest of the world, deictic reference 
resolution based on formal processing of egocentric 
perspectives, and simple-minded attribution of goals and 
beliefs to other entities [24, 34, 8]. These are merely 
superficial byproducts of the human sense of Self.  

We take a simulationist stance [33] in the present work. 
The novelty of our approach to implementation of a Self 
based on [33] constitutes the main distinctive feature of our 
cognitive architecture: (1) the Self is introduced as an 
imaginary abstraction that does not reflect the actual nature 
of the cognitive system (e.g. its modular structure and 
algorithmic rules of dynamics), instead, it represents 
idealized beliefs about the system’s Self, (2) it is 
implemented in multiple instances that are processed in 
parallel and interact with each other, while being 
constrained by the above beliefs taken as axioms, (3) these 
principles constitute a framework for all forms of higher 
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Figure 3. Simulated network intrusion.
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cognitive activity in our architecture, resulting in 
additional, emergent properties that are characteristic of a 
human self and vital for cognitive growth. 

The foregoing limited, superficial byproducts of having a 
human-like Self explored by previous works may well be 
conceived without any anthropomorphic notion of a Self, 
and can be exhibited by an artifact without any human-like 
Self implemented in the system. Examples include: self-
reference in communications (reproduced in computational 
linguistics), the distinction between own body and the rest 
of the world (materialized in robotics), the attribution of 
goals, beliefs and intentions to an agent (implemented a 
while ago in the BDI architecture), analysis of competitive 
or cooperative behavior in game theory, representations of 
specific cognitive processes by tokens at a meta-level in 
various simplistic models of meta-cognition. It is true that 
any specific feature of this sort taken in a specific problem 
context can be implemented based on existing approaches; 
however, a conceptually new, higher-level approach is 
required for a general-purpose implementation of the entire 
complex of the key features of the human Self (a) - (e) 
listed above. Our work offers a solution to this problem. 

Addressing the perspectives of implementation of the 
proposed architecture, we should point to potential 
technological limitations and their possible solutions. 1°. 
As rigorous analytical calculations show, neural networks 
implementing multidimensional manifolds as attractor sets 
are characterized by a very limited capacity: the maximal 
number of stored manifolds may be three decimal orders 
smaller than the number of synaptic connections per 
neuron [5]. Therefore, a substantial number of neuronal 
units may be necessary in order to implement a cognitive 
map isomorphic to a multidimensional manifold: e.g., a 
space of possible emotions used as an indexing set for 
schemas and episodic memories. 2°. As a consequence, 
using this network to recognize symbolic working memory 
patterns may become another technical problem. A 
solution to 1° and 2° could be to use supercomputers or 
specialized neural-network hardware for implementation of 
cognitive maps and their interfaces with symbolic 
components. 3°. We can see a potential difficulty with 
designing a universal standard for the format of 
representation of schemas that will be used by various 
implementations of the architecture, regardless of the 
domain of application. In our view, the right strategy is to 
provide one universal solution possessing the versatility 
and sustainability of LISP rather than many case-specific 
“quick-and-dirty” solutions. 4°. The problem of the parallel 
cognitive growth and hierarchical self-organization of 
symbolic and neuromorphic components deserves separate 
attention here. Using a spatial mapping analogy, the 
solution can be explicated as follows: arranging buildings 
on a plane and linking them into districts can be done in 
parallel by a growing hierarchical cognitive map 
architecture, as described and studied previously [26]. As a 
result, connected clusters of ‘frozen’ mental states may be 
disconnected from each other in episodic memory. Finding 
them is another problem to be solved with a contextual 

cognitive map. On the other hand, a counterpart function 
implemented in conceptual cognitive maps would allow for 
modeling epistemic states (understood as states of semantic 
memory, i.e., sets of available schemas) of other agents. 

We expect that upon implementation of the proposed 
self-aware cognitive architecture, a new category of 
intelligent cognitive systems will emerge with the ability to 
grow: i.e., to acquire new skills and knowledge 
autonomously, without an upper limit on the level of 
acquired intelligence capabilities. This category of 
systems, during their ontogeny (the period after their initial 
‘embryo’ stage and before their ‘maturity’), will be neither 
programmed, nor evolved in an evolutionary computation 
style, nor trained by multiple repetitions as an artificial 
neural network. Instead, they will be taught like humans, 
using (a) specially designed training facilities, (b) verbal 
instructions and guidance, (c) behavioral demonstrations, 
and (d) guidance in developing a personal system of values 
and skills of self-analysis, meta-learning, reconsolidation 
of episodic memories, etc. It will be possible to use the 
new systems in a variety of cognitive paradigms requiring 
robust learning abilities, communicational and social 
capabilities in ad hoc teams including humans, and self-
awareness. We see as in a near future, an idealized, robust, 
epigenetic Self in a robot associated with its personal 
ideals will take over the function of a manually written 
program, an explicit verbal instruction, or an innate goal. 
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